
Introduction Dataset

Automatically identifying and categorising grocery products through images is crucial for automated billing and inventory
management. This task faces challenges like visually similar products and misplaced items. Traditional image processing
methods often struggle, but Convolutional Neural Networks (CNNs) have shown promise. This study enhances vegetable
classification by comparing various CNN architectures and using a Siamese network with a triplet loss function, along with the
Xception model for better feature extraction. Testing on the vegetable class of the Grocery Store Dataset [2], the model
achieved 86% accuracy, effectively classify similar vegetables such as cucumbers and zucchinis. 

 Experimental Setup

Dataset: Grocery Store Dataset [2]
#Classes: 3

 #Images : 5125
 #Training : 2640
 #Validation : 296
 #Testing : 2189

This study employs a deep learning approach for vegetable classification using the
publicly available Grocery Store Dataset [2], which includes vegetables, fruits,
packages classes and our study considers only vegetable class which includes 14
vegetable subclasses: Asparagus, Aubergine, Cabbage, Carrots, Cucumber, Ginger,
Leek, Brown-Cap Mushroom, Onion, Pepper, Potato, Red Beet, Tomato, and Zucchini.

Methodology

Our methodology centers on a Siamese network architecture,
designed to learn effective feature representations by comparing
image pairs. The Xception model, known for its computational and
parameter efficiency and its ability to capture fine-grained features, is
used for enhanced feature extraction. To further refine feature
extraction, we added custom top layers: a flatten layer, two dense
layers, two dropout layers, a batch normalisation layer, and a
normalisation layer.

By combining the Siamese network architecture with the Xception model and the triplet loss function, our approach effectively
addresses challenges such as visual similarity among vegetables. 

Test Results

Triplet loss formula

N is the number of triplets (anchor, positive, negative).
α is the margin that enforces a minimum distance between the positive and
negative pairs.
[.]+ indicates that only positive values are considered (i.e., the loss is zero if
the difference is negative).

Conclusion
This study presents an advancement in vegetable classification using deep learning.
By employing a Siamese network with a triplet loss function, we effectively
addressed challenges in distinguishing visually similar products. The Xception-based
encoder provided strong feature extraction, and the model demonstrated improved
classification accuracy. Test accuracy confirm that the Siamese network is effective
in visual similarity tasks, offering a promising approach for small datasets.
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This triplet loss function calculates the distance between anchor
and positive images, anchor and negative images. By minimizing the
distance between similar items while maximizing the distance
between dissimilar ones, this approach significantly enhances our
model's ability to recognize and distinguish vegetables in our
dataset. Triplet loss is effective for imbalanced data.

Enhanced Vegetable Classification Using Siamese Network

Performance Comparison on the Grocery Store Dataset [2]

Triplet Loss 

.

Dataset:
Grocery Store Dataset (Vegetables category) 

Model:
Base Architecture: Xception model pre-trained on
ImageNet
Encoder: Modified Xception model with fully
connected layers for feature extraction
Siamese Network: Compares image triplets (Anchor,
Positive, Negative) using Euclidean distance

Loss Function:
Distance-based loss: Trained to minimize distance
between Anchor and Positive, and maximize distance
between Anchor and Negative

Training:
Optimizer: Adam with learning rate : 0.001
Original image (224 x 224) -> resized image (128 x 128)
Batch size: 8
Epochs: 50 

Evaluation:
Accuracy calculated based on whether the model
correctly classified similar (Anchor-Positive) and
different (Anchor-Negative) pairs
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Vegetable class
#Training : 609
#Validation : 85
#Testing : 562


